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a b s t r a c t

Protein folding is often depicted as a motion along descending paths on a free energy
landscape that results in a concurrent decrease in the conformational entropy of the
polypeptide chain. However, to provide a description that is consistent with other natural
processes, protein folding is formulated from the principle of increasing entropy. It then
becomes evident that protein folding is an evolutionary process among many others.
During the course of folding protein structural hierarchy builds up in succession by
diminishing energy density gradients in the quest for a stationary state determined
by surrounding density-in-energy. Evolution toward more probable states, eventually
attaining the stationary state, naturally selects steeply ascending paths on the entropy
landscape that correspond to steeply descending paths on the free energy landscape. The
dissipative motion of the non-Euclidian manifold is non-deterministic by its nature which
clarifies why it is so difficult to predict protein folding.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Protein folding has attracted intellectual interest ever since 1968 when Cyrus Levinthal pointed out the conceptual
difficulty [1]:Why do proteins foldmuch faster than it would appear to take them to find native states among all conceivable
conformations? Today Levinthal’s paradox is no longer regarded that much of a mystery [2]. In general, protein folding is
pictured to direct down along paths on a free energy funnel landscape, rather than sampling conformational space randomly
[3–7]. Conformational entropy of a polypeptide is viewed to decrease along with increasing entropy of the surrounding
solvent [8,9] in agreement with the understanding that the total entropy must be increasing.
In this study protein folding is described as a natural process [10]. Natural processes are evolutionary courses that direct

toward more probable states by dispersal of energy [11,12]. They follow the 2nd law of thermodynamics that was recently
given as an equation ofmotion [13] and associated subsequentlywith theprinciple of least action [14]. The general formalism
establishes correspondence between increasing entropy and decreasing free energy. It has recently given insight to many
puzzling natural phenomena and resulting distributions [15–20]. The results are in agreement with earlier findings based
on themaximum entropy principle [21–30]]. Thus, the description of protein folding by the ubiquitous imperative provided
by this study is not new as such but brings protein folding within the general theory of evolution by natural selection [31].
Protein folding, from randomconformational disorder to hierarchical structural order,when formulated properly, follows

also the general principle of increasing entropy without an ad hoc exemption that entropy of the polypeptide chain would
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be decreasing at the expense of increasing entropy in the surroundings. The new view is in contrast to the common but
obscure interpretation that an increase in entropywould invariably coincidewith increasing disorder. There is no compelling
reason to associate high entropy only with high disorder because entropy S = kB ln P is a mere logarithmic measure for the
probability P of a state [32,33]. In the light of the 2nd law orderly structures are functional mechanisms of energy dispersal
that have emerged during evolution to decrease free energy.
Considering protein folding by the 2nd law of thermodynamics is not only of intellectual interest, but sheds light on the

practical folding problem and protein structure prediction. However, it is not claimed that structures could be predicted
from amino acid sequences using thermodynamics. On the contrary, it will be clarified that the protein folding is a very hard
problem because the evolution of a non-Euclidian energy landscape is non-deterministic and non-integrable [13,14].

2. Protein as a thermodynamic system

It is insightful to picture protein folding as a sequence of chemical reactions using statistical physics. Although covalent
bonds, apart from disulphide linkages, do not form during folding, other interactions like hydrogen bonds, ion pairs and
also weaker interactions are being established within the polypeptide as well as with and within the surrounding solvent
contributing to entropy as hydrophobic effect [34,35]. According to the basic chemical thermodynamics maxim, chemical
reactions proceed toward the maximum entropy state, which is equivalent to the minimum free energy state where the
chemical potentials of substrates (

∑
µk) and the product (µj) are equal. Protein folding can be formulated in the same

way. The simple description will clarify why proteins fold, but not how specific mechanistic steps lead to the native
fold [36].
When a natural process evolves via chemical reactions, it is obvious that the reactants must actually interact with each

other for the system to change its state. Energy flows in interactions. Thus, the principle of increasing entropy is ameaningful
imperative for a system of interacting entities. This is in contrast with the common misconception that entropy would be a
valid concept only for an isolated system accommodating non-interacting or weakly interacting constituents in equilibrium.
For the system to change its state, at least a quantum must be expelled to or acquired from the surroundings [13,14]. Of
course, onemay imagine of isolating an evolving system in a closed space that would accommodate also photons that result
from the evolutionary process. However, there is no such a thing as an empty space [37] without any energy, e.g. photons
forming the space.
To apply the universal principle of increasing entropy it is immaterial how one wishes to label some energy densities

as constituting the system and others as forming the surroundings. Irrespective of the choice the energy differences are
diminishing by energy flows that direct down along gradients. Thus, regardless of the viewpoint, entropy of the system, just
as entropy of its surroundings, is increasingwhen free energy is decreasing. The flows connect the system to its surroundings.
Therefore the common postulate for the emergence of orderly structures, that the entropy of a system would decrease at
the expense of increasing entropy of surroundings, does in fact violate conservation of energy.
For the statistical description of folding, the concept of identity, i.e., ability to distinguish is central [13,14]. Identities are

distinguished in interactions. In otherwords, a hypothetical external observer cannot distinguish polypeptide conformations
fromeach otherwithout interactingwith them. First ameasurement that couples the observer to the systemvia a dissipative
process [38,39] is able to distinguish one conformation from another. The identity of a functional moiety, e.g., a carboxylic
group of an aspartate or a hydroxyl group of a serine, is distinguished in its interactions with other residues and other
constituents of the system such as solvent molecules. The change in energy is the measure of distinguishing. In case there
is no difference in interaction energy among two moieties, the two are statistically indistinguishable. Of course one may
imagine two peptide configurations with identical energy to differ from each other, however, in practice it will turn out to
be impossible to separate the inter-converting conformations from each other.
To describe folding as an evolutionary course in the simplest way using the previously described formalism [13,14],

the constituents of the initial random coil in numbers N1 are regarded essentially as indistinguishable substrates with a
chemical potential [12] µ1 = RT ln[N1 exp(G1/RT )]. The Gibbs free energy G1 is compared to the average energy RT per
mole (R = kBNA) that includes all other interacting ingredients of the system, e.g., solvent and external fields. Under native
conditions the unfolded protein is high in energy comparedwith its surroundings. Obviously, we realize that the random coil
state does not quite make a degenerate pool of conformations but in fact spans a distribution of interaction energies. As long
as the band of closely spaced sublevels is narrow in energy there is no significant bias for any particular conformation. Then
the diverse random coil conformations distinguish poorly from each other in mutual interactions because their energies are
nearly degenerate. This justifies the crude but illustrative approximation of nearly indistinguishable constituents. In this
sense, the random coil polypeptide resembles a homopolymer.
Once somemutual interactions, stronger than RT , happen to form, themoieties will begin to distinguish from each other.

A folding pathway is opening up in analogy to a reaction pathway opening up (Fig. 1). By pair-forming interactions the
substrate pool of N1 is used in syntheses of products N2, which can be considered as nascent motifs. Their formation is a
way, i.e., a mechanism to disperse energy from the initial random coil state to the surroundings that are lower in energy.
Customarily the key residues of nascentmotifs that initiate folding are revealed by theΦ-value analysis [40,41]. The chemical
potential of products N2 is µ2 = RT ln[N2 exp(G2/RT )]. The pool of N2 may, in turn, act as the substrates to drive further
assembly by energy dispersal to subsequent structural motifs. Differences in the chemical potentials drive the syntheses of
larger and larger assemblies (Fig. 1). The number of interactions and their strengths are increasing during the evolutionary
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Fig. 1. Cartoon presentation of folding by changes in partitions on the energy level diagram. A: The initial random coil state comprises only weakly
interactingmoieties (blue) and is high in energy. B:Whenmoieties interact with each other, quanta (∆Q ) are dissipated to the surroundings that are lower
in energy density. Formation of nascent structures (green) is amechanism of dissipation. C: Native-like structures (orange) grow in interactions to speed up
the dissipation process. D: The quest for the equilibrium with the surroundings by dissipation results in a mature fold (red), a maximum entropy partition
that has exhausted all free energy of folding. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)

course which is consistent with the present understanding of the folding process [42]. Eventually, when no further means
of energy dispersal by dissipation are found, the folding process comes to its end to the stationary state.

3. Entropy of a chemical system

A state along the folding pathway is associated with the general form of entropy which is the logarithm of the total
probability P =

∏
Pj [13]

S = R
∑
j=1

ln Pj =
1
T

∑
j=1

Nj

(∑
k

µk +∆Qjk − µj + RT

)

= R
∑
j=1

Nj

(
Aj
RT
+ 1

)
. (1)

This equation sums up all interacting moieties, each is considered as a product or a substrate. The products are indexed by j
and substrates by k together with co-products which enter in the summation (Σk) with an opposite sign. The free energy, in
this case the difference in chemical potentialsΣµk+∆Qjk−µj, including the surrounding energy density∆Qjk that couples
to the reaction, experienced by j, is also known as the affinity Aj, sometimes also referred to as exergy. The free energy terms
are thermodynamic driving forces of folding and evolution in general. In other words, entropy as a convenient statistical
measure that sums up from the free energy and energy contained in the repository of Nj.
The probability Pj of an energy level Gj associates with its occupancy Nj and potential energy differences Aj/RT in respect

to other interacting densities-in-energy [11] Φk = Nk exp(Gk/RT ). This is in contrast to the common understanding that
entropy as S = kB lnW stands for conformational entropy [43] that is counted from the number of conformational degrees
of freedom W that do not necessarily associate with distinct energies. According to Eq. (1) the conformations Nk that
have identical energy may disperse on an isoenergy surface by relative phases but altogether add up to the probability
Pk of the state. As pointed above, the random coil conformations do not clearly distinguish from each other due their
nearly degenerate energy levels. Thus the conformational space measured by energetically distinct states given by Eq. (1)
is not particularly large. Of course the isergonic conformational disorder can still be large but it does not contribute to
entropy.
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4. Dispersal of energy

During the probable course of folding, entropy increases at the rate [13]

dS
dt
=
1
T

∑
j=1

dNj
dt

(∑
k

µk +∆Qjk − µj

)
=
1
T

∑
j=1

vjAj ≥ 0 (2)

when the differences in chemical potentials, i.e., Aj are diminished by interactions that form and assemble diverse moieties
k to structural elements j at the rates vj = dNj/dt . During folding energy flows from a high-energy repositoryµk to another
lower-energy repository µj. The chemical reactions are non-conserved transformations of identities because photons are
emitted. Thus the energy content of the polypeptide is decreasing but for a sufficiently statistic system the average energy
RT is a meaningful concept at each moment of time during the evolutionary course [44].
When the polypeptide system evolves toward stationary state by exergonic reactions, potential energy differences

diminish, i.e., free energy is consumed when quanta are dissipated (e.g. as heat) from the open system to its surroundings.
If the dissipation is prevented, there is no progress. When the system moves toward a non-equilibrium stationary state
by endergonic jk-reactions, the process is coupled to an influx of external energy, ∆Qjk which is included in the Aj term
to describe, e.g., actively driven refolding by chaperons [45]. In all cases, the evolution eventually reaches the free energy
minimumcorresponding to themaximumentropy state. In this stationary state of dynamic equilibriumnomore interactions
will mount or dismount on the average. Then the maximum entropy state S = RΣNj contains a sum of the steady-state
populations of Nj, corresponding to the native state partition of conformations.
The Eq. (2) has been ascribed earlier to the entropy expelled from the producing system to its surroundings to maintain

a presumed low-entropy state of an orderly (living) system [10]. However, when dS/dt is derived from the first principle
probability calculation, it clearly means that entropy of any system, irrespective how one chooses its entities, increases
during the evolutionary course toward free energy minimum [13,14]. There is no need, for example, to account for the
existence of orderly structures, by dividing the total entropy to the entropy exchanged between the system and its
environment, and to the entropy produced by irreversible processes within the system.When Aj > 0, energy flows (vj > 0)
into the system; andwhen Aj < 0, energy flows (vj < 0) out of the system. In both situations, the entropy of the system, just
as its entropy of its surroundings, increases (dS > 0) by diminishing the potential energy differences Aj 6= 0 or in general
thermodynamic gradients ∇µj/RT 6= 0 until a stationary state, where dS = 0, has been reached. The entropy increase by
dispersal of energy is the essence of the 2nd law.
Mathematically speaking Eq. (2) describes a time-dependent tangential vector field [46], i.e., an evolving manifold of

potential energy differences Aj that diminish by flows vj down along the gradients. When a protein folds, the evolution
naturally selects mechanisms, associated with diverse constituents j, that allow the system to advance along steepest
gradients (dS/dNj)(dNj/dt) > 0 to abolish Aj 6= 0 most rapidly. The free energy provides the ‘‘evolutionary pressure’’
in its biological meaning. Flows of energy naturally select [13,14] among diverse mechanisms of energy dispersal those that
allow to reach the stationary state most rapidly. In other words, abiotic molecular species, just as biotic cellular species are
considered as mechanisms of energy transduction that ‘compete’ for common sources of free energy. The orderly structures
are not improbable, i.e., low in entropy when they function to consume available free energy.
Energy is dispersed via interactions. When structures j form from moieties k, the rate is proportional to the

thermodynamic driving force Aj/RT [13])

vj =
dNj
dt
= rj

Aj
RT

(3)

to satisfy continuity. The coefficient rj depends on the particular mechanisms, e.g., autocatalysis, co-operative and chaperon
assisted folding. Different mechanisms direct to alternative folding trajectories all consuming free energy that they may
access. During folding various paths are explored and those, where the energy landscape descends steeply down, providing
high rates of entropy increase, will be taken with high probabilities [14].
Customarily, a reaction is modeled by the law of mass action [47] where concentrations are multiplied by distinct

forward and backward rates that may vary during the course. However, it is not the concentrations but the potential
energy differences of reactants, according to Eq. (3), that drive the reaction toward the stationary state. By the evolutionary
description new flows are opening up and old ones are closing down when the energy landscape is changing. A particular
flow vj via a particular mechanism, denoted to by rj, is changing when Aj is changing.
In addition to the driving free energy, the flow is, of course, affected by changes in the mechanistic capacity. A particular

reaction mechanism itself is a result from an earlier evolutionary process. It may continue to evolve, i.e., change during an
autocatalytic reaction, to affect vj. The kinetics due to varying mechanistic capacities is intricate but it still follows from
thermodynamics. In other words, the energy flows are downhill, not crossing barriers, but restricted by various capacities.
Although Eq. (3) appears linear, it describes folding with an overall sigmoidal behavior which is the typical indication of

a cooperative process. During the evolutionary succession the energy landscape evolves so that nascent motifs facilitate the
rise of secondary structures that, in turn, promote assembly to a tertiary structure. The overall course is sigmoidal. When
a flow vj begins to exhaust a particular source of free energy Aj, via a particular mechanism rj, the overall dissipation turns
to use other sources of free energy via other mechanisms until all driving forces have been consumed. These mechanistic
changes contribute as well to the nonlinearity of the overall dissipation process.
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Fig. 2. Diverse densities-in-energy along the folding pathway, the random coil conformation Φrc , folded protein Φp and solvent Φs , compose an energy
landscape along the (reaction) coordinate. Protein folding is a series of dissipative (wave arrows) transformations from A → D that diminish diverse
potential differences∆µ = µk − µj , i.e., the free energy until the stationary state is attained. As a result the energy landscape flattens and disperses. The
flows that transform Φk to Φj , take the deepest descents, given by tangent vectors ΣvjAj corresponding the shortest paths on the free energy landscape
(inset). Since densities-in-energy are in relation to each other via interactions, the transforming flows keep redirecting on the changing landscape. This
leaves no invariants of motion to predict precisely folding trajectories.

5. The equation of evolution

The general equation of motion for dissipative processes in terms of probability is obtained from Eq. (2) using the
definition S = R ln P and differentiating it, dS/dt = [R/P)(dP/dt). This gives [13]

dP
dt
= LP ≥ 0, L ≡

∑
j=1

vj
Aj
RT

(4)

where L denotes the tangential vector field, i.e., the energy landscape [46,14]. The manifold is non-Euclidian. Since the
reaction coordinate along the free energy landscape is asymmetric, i.e., Aj carries a sign, the distance in free energy is
not a proper distance but should be accurately referred to as divergence as is in the context of information theory [44].
Furthermore, entropy does not have all the topological properties of a distance. The triangle inequality is not satisfied. For
example, the potential energy difference between twomoieties is affectedwhen a third one comeswithin interaction range.
Then a distance between two repositories of energy k and jmay even become shorter via the third density-in-energy k′ and
energy flows from k to j via k′, the catalyst.
The seemingly simple equation of motion (Eq. (4)) is surprisingly insightful. For the first, it lacks an analytical solution

because the driving forces keep changing during the evolution leaving no invariants of motion to find a solution by
transformation. Therefore, per definition, the course of folding is non-deterministic and trajectories are unpredictable in
detail. The landscape is not preset (Fig. 2) but the manifold ‘unfolds’ during the evolutionary process. For example, the free
energy barriers that are customarily viewed as kinetic bottlenecks of folding, are not intact obstacles but channels for energy
flows open up during the folding while others narrow down due to dissipation to prevent backtracking toward unfolding.
We emphasize that there is nothing moving on the landscape or crossing the barriers but it is the landscape itself which is
the system and its surroundings that keeps molding during folding.
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The natural process is also sensitive to the initial state, i.e., evolution is per definition chaotic [48]. Thus, there is no
guarantee that all trajectories will wind up to a narrow native distribution, but themaximum entropy partition (population)
may house also partially folded, completely unfolded and evenmisfolded proteins. The resulting ensemble is also referred to
as conformational sub-states [49] thatmay differ, e.g., by their catalytic properties rj to result in dynamic heterogeneity [50].
When protein folding is understood as a dissipative process, the dispersal of energy from the open system to its

surroundings (or vice versa) is the reason for the directional, irreversible course. Typically, a folded protein at the equilibrium
is stabilized compared to its denaturated states only by a free energy 5–15 kcal/mol [40]. Thus the folding-associated
dissipation is minuscule, e.g., in comparison to gigantic flows of energy that native proteins generate as parts of present-
day organisms’ energy transduction machineries. Nevertheless, the principle is the same and provides understanding to
the evolution of proteins. Primordial polypeptides folded, just as contemporary proteins do, to attain thermodynamic
equilibrium with their surroundings. The ubiquitous imperative to level differences in energy drives matter in functional
structures that disperse energy. Machinery of life has high energy content because its surrounding is high in energy (e.g.
solar radiation). Thus dissipative structures maintain not low but high entropy by dissipation of free energy.
Thermodynamic systems attempt to attain stationary states with respect to their surroundings by minimizing free

energy. This is in accordance with Le Chatelier’s principle [12,51] that the equilibrium depends on conditions. First at the
stationary state dP/dt = 0, the system is conserved. The steady-state motions are fluctuations, e.g. protein dynamics, due
to sporadic influx and efflux or cyclic motions in a phase space but there is no net flow of energy to the system from the
surroundings or vice versa hence no evolution either.
The evolving energy landscape is described as probabilities that keep changing during folding. Boltzmann’s factors are not

preset, but they will change during the course of evolution toward the stationary state values that emerge when the flows
have equalized differences among diverse potentials. It makes sense to talk about the potential energy differences rather
than absolute values themselves because the driving forces are relative to one and other. Obviously fluxes from a small
open system to an overwhelmingly dominating surrounding energy density, do not practically change the surroundings at
all. Then also the average energy RT remains practically constant during folding.
The flattening non-Euclidian manifold composed of energy densities is the general way to describe the non-integrable

evolution without invariants of motion [13]. For any non-trivial system, it is difficult to foresee all possible potentials
and their conversions to all imaginable mechanisms that may, in turn, tap into new conceivable potentials. Owing to this
non-deterministic and irreversible nature of evolution, also protein folding as a non-unitary dynamics remains a difficult
problem.

6. Folding kinetics

Customarily it is assumed that there is a kinetic course along the folding funnelwhich progressively leads to energetically
more stable states [40]. When the course is viewed as crossing high-energy barriers, kinetics and thermodynamics are not
formally linked together. However, the dS/dt equation (Eq. (2)) and its associated flow equation (Eq. (3)) describe kinetic
courses as motion of the energymanifold down along gradients. Narrow passages are bottlenecks, not barriers. Importantly,
due to the dissipation the thermodynamic gradients change during the course of folding. New paths open up while others
close down. Although the equation of evolution (Eq. (4)) cannot be solved analytically, a kinetic course can be studied
numerically or an ensemble of trajectories can be simulated.
Under native conditions the initial random coil state is high in energy, but it has no particularly efficient mechanisms to

conduct energy to its surroundings by its transient and weak interactions. Once some stronger interactions, e.g., a nascent
helix or a hydrophobic cluster forms, due to random conformational variations, the rate of further dissipation coupled to the
growth of structures increases. The formation of a new structure that provides a new mechanism for dissipation, a path for
energy to flow, appears initially as a bottleneck (Figs. 1 and 2). Its appearance is customarily pictured as a formation of a high-
energy transition state. Such a description of motion across barriers regards kinetics as independent from thermodynamics
and makes it difficult to understand the process. It is emphasized that flows of energy are down along the gradients but the
paths must first open up and they may remain as narrow bottlenecks.
The folding curve has an overall sigmoidal shape (Fig. 3) closely resembling a logistic curve [52] familiar from many

growth processes. Consistently with our results, interactions have previously been found to accumulate in a sigmoidal
manner [53]. The sigmoidal form is also familiar from simple phenomenological statistical models for folding that are
parameterized for initiation and propagation [54]. The form is also recognized frommany ecologicalmodels [55]. Oscillatory
behavior that is familiar from the Lotka–Volterra equations, may also appear during protein folding [56]. This ‘‘strange
kinetics’’ [57], analogous to the Belousov–Zhabotinsky reaction [10], is accommodated in the flow Eq. (3), when rapid
mechanisms of energy transduction emerge and momentarily over-deplete sources and subsequently must decay.
The sigmoidal kinetics can be understood from structural considerations. For example, when the first few hydrogen

bonds form to make a nascent helix, further dissipation by bonding becomes more probable. This punctuation is quantified
by an increase of Sj, or equivalently by a decrease of Gj, which further increases the rate of folding. The dissipative structures
function to increase entropy. They are favored and appear in a co-operative or autocatalyticmanner. The emergence of a new
mechanism of dissipation goes hand in handwith the rise of structural hierarchy. However, the growth begins to slow down
and level to a stasis as soon as the helix grows longer and its chemical potential becomes comparable to those of remaining
random coil segments. The dissipation rises again when a new mechanism, e.g., when two helices zip together, and again
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Fig. 3. Time t course of simulated folding. The initial random coil state comprising N1 residues (blue, right scale) turned to a folding pathway when
dissipative interactions formed nascent motifs Nj>1 (green) (see Fig. 1). Concurrently entropy S (black) begins to increase. As soon as the nascent motifs
evolved to more efficient mechanisms, i.e., ‘secondary’ structures (orange), dissipation increased. The course leveled off to the ‘tertiary’ structure Nj�1
(red) when interactions resulted in no more dissipation. The folded-state equilibrium partition houses structural diversity that still includes the simplest
moieties (blue) which can be considered to resemble ‘flexible tails’, nascent motifs (green) such as ‘loops’ and ‘secondary’ structures (orange) or eventually
domains. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

when several helices pack on each other to dissipate energy from side chain interactions and hydrophobic effects. Formation
of new structures provides new means to access free energy and devour it. Thus the structure-activity relationship is also
valid in protein folding. The general condition of integration to more effective energy transducers is dS > 0. Eventually
when no new means of dispersal are found the system settles to the stasis of a folded partition. Punctuations and stasis
identify protein folding to the general characteristics of evolutionary courses [58].
Folding was simulated as an evolutionary process according to the flow equation (Eq. (3)). The simulation served to

demonstrate the concept, but it was not intended to model any particular protein. Interactions were described on a formal
level, i.e., as transitions in an energy level diagram, and not by computing Gibbs free energies Gj explicitly, e.g., from
molecular dynamics simulations parameterized for particular potentials. In the simulations moieties k interacted randomly
which led to folding or unfolding of structures j depending on the gradient Aj = Σµk − µj according to Eq. (3). The
decreasing free energy directed the evolutionary course. Thus the ‘memory’ of the past trajectory was not modeled in, e.g.,
as a Markovian process [59,41]. The probabilities Pj kept changing, in a Bayesian manner, during the process and converge
to a stationary state that is described by the Boltzmann factors.
Increasingly larger rate constants rj were assigned for increasingly larger structures j, to model that larger structures

have more interaction sites. In addition the rates rj were randomly varied (up to 10%) to mimic fluctuations in energy
densities. The particular values assigned for the variables Nj, Gj and rj were important for the outcome, however in all cases
those particular entities that provided the highest rates (dS/dNj)(dNj/dt) > 0 along the steepest gradients were naturally
selected. The emerging functional order, i.e. dissipative structures served to abolish the gradients, the thermodynamic bias,
that underlies irreversibility.
The folding simulationswere launched from the randomcoil state housingmoietiesN1 associatedwith chemical potential

µ1. A step of random syntheses was executed by allowing any two moieties to form N2. Chemical potentials were updated
andnext step of randomsyntheses and degradationswas performed. The surroundingswas assumed to absorb all dissipative
quanta without a marked change in its energy density. At each step diverse pairwise interactions led to integration or
disintegration depending on Aj. As long as Aj > 0, the process continued and advanced toward larger assemblies.
The simulation was cursory but it captured the characteristic features of folding. Entropy and the number of interactions

were found to increase in a sigmoidal manner. Initially process was slow because the first mechanisms of folding rj were not
efficient in dissipation. Later,more powerfulmechanisms integrated from the primitivemechanisms andwere able to access
more efficiently larger potentials. The evolution leveled off to a dynamic stationary state,when no newmechanism appeared
to exhaust newpotentials. Then random integration and disintegration resulted in no net dissipation. Themaximumentropy
state was a partition dominated by the large folded assembly, but it still housed some random coil segments and nascent
motifs. This is in accordance with the statistical picture of an ensemble of conformations.

7. The folded-state partition

Once the critical developmental phases of folding have terminated to the maturity [60], the native state is stable
for fluctuations in interactions as long as the surrounding densities-in-energy remain steady. When using mathematical
methods of nonlinear dynamics [48], entropy as the Lyapunov functional reveals, that the maximum entropy state is robust
against internal fluctuations δNj in the number of various structural motifs. The same concept accounts also for ecosystem
stability. A partial unfolding is a transient improbable event because it would require a substantial input of energy. The
particular moieties that gave rise to most dissipation are mostly conserved residues in regular structures which form
high-energy interaction network. Non-conserved residues in loops and tails contributed less to dissipation because they
formed only few interactions. Also, some nascent motifs, the early species of succession that paved the folding pathway,
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disintegrated during later phases of foldingwhen secondary and tertiary species in succession took over (Fig. 3). This general
characteristic of evolution is in agreement with experimentalΦ-value analyses [40].
The stationary state partition is obtained from Eq. (2) by the condition

dS = 0⇔
∑
k

µk +∆Qjk − µj = 0⇔ Nj =
∏
k

Nke−(∆Gjk−∆Qjk)/RT . (5)

The equilibrium partition, devoid of free energy, is obtained directly from Eq. (2) without introducing Lagrange’s multipliers
ad hoc. Under native conditions the entropy landscape is convex about the most stable native state against perturbations in
the structural elements (δNj) according to the Lyapunov stability criterion [10,48], i.e., dS(δNj) < 0 and dS(δNj)/dt > 0.
A folded protein will resist unfolding. This is customarily described as the heat capacity, defined as C = T (dS/dT ). Upon
differentiation S (Eq. (1)) with respect to T and multiplication by T , one obtains C =

∑
(dNj/dT )(Aj/T )+

∑
Nj∆Gjk/T . The

first term corresponds to the changes dNj in populations Nj to accommodate the change dT in the average energy imposed
by the influx of energy. The second term expresses the reservoir of interaction energies ∆Gjk =

∑
Gk − Gj within the

populations [61,62]. When this term is large, a substantial influx of energy will first be absorbed to raise the energy density
of the polypeptide toward that of the denaturating surroundings.
The kinetic course may also lead to a partition that contains partially or misfolded structures. Folding may also end up

with a state that turns out to be metastable later, i.e., susceptible to further changes when new dissipation mechanisms
and potential differences appear due to a change in the surroundings. For example, an appearance of a misfolded partner
may impose an additional thermodynamic force and provide mechanisms of dissipation that drive and induce further
conformational changes. This may lead to a dissipative dimerization and subsequent aggregation to filaments that are
familiar from prion diseases [63].

8. Unfolding kinetics

Protein unfolding, just as the folding, is described by Eq. (2), but the surrounding conditions (Aj) that drive denaturation
are different from native conditions that drive folding. Reversible folding [64] implies that the course can be reversed
by changing the conditions. This means, in terms of the formalism considered here, simply changing Aj for folding and
unfolding. However, for many proteins it may not be possible to reverse the course simply by changing the surrounding
solvent densities-in-energy because other densities-in-energy present in vivomight bemissing or not introduced in a proper
sequence to drive refolding.
Let us picture that the aforementioned helical bundle is subject to an instantaneous change in conditions for unfolding,

e.g., due to a denaturant pulse (Fig. 4). Consequently the helical bundle system that was in the equilibrium (Gmin, Smax),
suddenly experiences a large potential gradient. According to Eq. (1) entropy that used to be high, is all of a sudden low. The
change in conditions causes the Gibbs free energy to increase drastically. In the denaturing conditions the helical bundle is
simply high in energy relative to individual helices and solvent. Thus it is improbable.
As a response to the reversed gradients, the helical bundle system evolves toward more probable states by structural

disintegration. Helices break loose from the bundle one after another in the quest to lower free energy.When all interactions
among helices have vanished, the helical bundle system has disassembled, and per definition entropy associated with it has
lost meaning. This leads to a system lower down in hierarchy. If the helices in this partially unfolded system are still high
in energy relative to the random coil, they continue to fragment and deteriorate. Cold denaturation [40,65] can also be
understood to result from changes in the relative densities-of-energy of protein and solution.
The overall course of the unfolding is also a sigmoid. The initial break down is limited by the mechanistic capacity. For

example, in the helical bundle there are not that many interfaces accessible to denaturant molecules. When the bundle
opens up, the rate of unfoldingwill increase. Finally, near the random coil state the thermodynamic driving forces are nearly
exhausted and the process is again slow.

9. Entropy enigma

The entropy law, by the up-to-date words of Georgescu-Roegen, is still surrounded by many conceptual difficulties and
equally numerous controversies [66]. It seems that much of the confusion arise when increasing entropy is erroneously
equatedwith increasing disorder [67]. Here it is emphasized that the entropy increase results from the free energy decrease,
whereas an increasing disorder results from isergonic phase dispersal, i.e., loss of coherence in motions.
The 2nd law, following Carnot, is simple: an energy difference is a motive force [68]. The overall entropy of the system is

given by Eq. (1), its rate of change depends on the energy differences according to Eq. (2) and the rates by which interactions
form is given by Eq. (3). The self-similar thermodynamic description Eq. (2) clarifies the emergence of nested hierarchical
organization ‘systems within systems’ [69], in this case protein structural organization. The Gibbs free energy of the system
composed of structural moieties indexed with j can be written as,

G =
∑
j=1

Gj =
∑
j=1

(
Hj − TSj

)
=

∑
j=1

(
Uj − NjAj

)
(6)

where the definition for entropy (Eq. (1)) has been employed. The enthalpy Hj = Uj + NjRT sums up internal energy Uj and
mutual interactions among Nj.
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Fig. 4. Cartoon presentation of unfolding by changes in partitions on the Gibbs free energy level diagrams. A: The native fold (red) due to its high energy
content in the denaturing condition experiences large gradients. It is forced to absorb by disintegrating to lower energy partitions. B: Also substructures
(orange) face gradients albeit not as high and thus they continue to degrade. C: Rudimentary structural elements (green) gradually melt away by accepting
last quanta of energy to complete unfolding. D: Finally, the random coil state comprises only weakly interacting residues (blue). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

The equation (6) explicitly states that an increase in entropy means a decrease in free energy by dispersal of energy. If
Aj > 0, Nj is below its equilibrium partition, hence Gj is low. In contrast, if Aj < 0, Nj is above its equilibrium partition,
hence Gj is high. The difference in the chemical potential Aj sums up the interaction fields which Nj experiences with other
constituents Nk in the system, e.g., those that give rise to the hydrophobic effect. The interaction field among Nj themselves,
given by the NjRT -term in TSj, is included also in enthalpy Hj. However, among indistinguishable Nj, the interactions are
equal and there is no potential difference to drain and drive motion. Therefore, the NjRT -term does not affect Gj which is the
relative ‘pricing’ among the constituents of thermodynamic system. At the equilibrium Smax and the minimum free energy
Gj equals internal energy Uj. Then the thermodynamic ‘prices’ Gj are ‘right’ for all entities. It is emphasized that during
evolution the system is changing in its energy content. Therefore the average energy RT is changing and so are also other
thermodynamic quantities but their mutual relations are valid at any given time for a sufficiently statistic system.
The dissipated heat of folding and the absorbed energy of unfolding can be obtained from the dS/dt equation (Eq. (2)) via

integration, to give the familiar result∆Q =
∫
CdT = T∆S due to Carnot. These relations emphasize that entropy (Eq. (1))

that was derived from the first principle probability calculation [13], yields the basic thermodynamics properties. According
to thermodynamics, entropy neither denotes configurational degrees of freedom nor does it identify with the width of the
free energy funnel. Instead, increase of entropy results from the probable motion due to dispersal of energy (Fig. 5).

10. Discussion

The view of protein folding as a dissipative process may at first appear as a naïve and superficial description of the
complex and intricate phenomenon. In a sense it is. The statistical description by its nature, sums up the complexity
of numerous microscopic interaction fields, however, not by approximations but by abstraction. The equation that links
increasing entropy with decreasing free energy contains implicitly every quantum of energy, also in units of matter, and all
interactions. The flows of energy channel along the steepest descents equivalent to the shortest paths in energy to reach the
stationary state most rapidly. The dispersal of energy down along gradients is the bias that governs irreversible process in
general and specifically guides folding. The universal criterion of natural selection directs energy flows along the steepest
descents. It funnels folding of contemporary proteins and it has also selected polypeptides for fast folding during the eons
of global evolution.
The holistic view of nature provided by the 2nd law of thermodynamics reminds us from the obvious: all we seen in

proteins cannot be understood from proteins alone but from the activities they participate in. Such an ambitious overall
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Fig. 5. The dispersal of energy densities, i.e., potential energy µ, among energetically distinct conformations G are schematically illustrated for random
coil (blue) and folded (red) states under native conditions. The area under the random coil distribution equals that of the folded distribution and the energy
dissipated to the surroundings as heat ∆Q consistently with the conservation of energy, i.e. the 1st law of thermodynamics. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

modeling of an organisms or even an entire ecosystem would be possible within the outlined thermodynamic framework
but obviously it would be an extremely tedious mission when elaborated into details.
Admittedly, our examples for folding and unfolding of a helical bundle are cursory. However, numerous terms in the

entropy sum over diverse interactions can be included in the statistical formalism. Emergence of interaction fields along
folding pathways can also be seen as increasing dispersion of NMR lines along the frequency axis, i.e., on the energy scale. The
randomcoil conformations give rise to a narrowband of overlapping broad signals corresponding to nearly indistinguishable
conformations whereas the native protein displays a well-dispersed spectrum with distinct lines that identify to numerous
distinguishable coordinate loci in a native protein. Also our abilities to distinguish those lines fromeach other have improved
during the past few decades due to increased energy resolution in dissipative detection processes [70,71]. For example,
conformational heterogeneity of folded proteins is nowadays routinely detected.
The 2nd law of thermodynamics given as a differential [13] and integral [14] equation of motion has been applied

to describe other puzzling biological phenomena, e.g., emergence of life [20], chirality consensus and other standards of
life [16], evolution of eukaryote genomes to diversity [17], skewed distribution of genes and population of species [15] and
their cumulative sigmoid curves [19] as well as global evolution and homeostasis [18]. Many biological processes, unlike
protein folding in vitro, are driven by high surrounding densities-in-energy such as sunlight and food. In these cases theGibbs
free energy includes external fields, e.g., radiation, flowsofmatter or electric potential gradients that couple to thedissipative
processes. These surrounding fields drive the system toward non-equilibrium stationary states where the net dissipation
ends. Accordingly, when the vital external fields disappear, the metastable states will collapse by disintegration toward the
equilibrium. Therefore structural order is not improbable, when it associates with a functional mechanism that disperses
energy from high-energy sources. The 2nd Law states the universal tendency to equate differences between system’s energy
densities and between the systemand its surroundings irrespective of the systembeing high or low in energy density relative
to its surroundings. Specifically, the ubiquitous imperative does not speak about order or disorder as being a factor that
would be directing natural processes. Disorder, e.g., as phase decoherence may increase within a stationary system due to
sporadic exchange of quanta with incoherent surroundings.
The old harmony about entropy being themere probabilitymeasure for a system sliding down along the potential energy

gradients may appear bizarre to the contemporary consent about entropy containing the dichotomy between structure and
randomness. According to the statistical physics, probabilities relate to energy, not merely to the number of permutations
without acknowledging energetic ‘costs’. In other words, an efflux of energy turns an improbable non-equilibrium state to
a probable equilibrium, whereas an influx of energy turns an improbable equilibrium to a probable non-equilibrium state.
The 2nd law of thermodynamics works both ways. Entropy, as a statistical measure, increases without exemptions.
The non-deterministic equation of motion for the probability and the associated flow equations are not intended to

replaceNewtonianmolecularmechanics and itsmanypowerful variants in folding simulations [72,73], but to drawattention
to the dissipative nature of the folding process. The thermodynamic argumentation of folding by dissipation is in agreement
with calorimetric data; a protein ‘cools down’ when it folds. The established connection between entropy and free energy
reveals that the dissipative motion of the entropy landscape is not different from the one pictured to take place on the free
energy landscape. However, it is important to realize that the non-Euclidian landscape is not predetermined but it is forming
and deforming during the folding. Hence the prediction of folding, in addition to technical problems, contains principal
difficulties associated with the lack invariants of motion. The non-integrable nature of protein folding and its definite
solution as the free energy minimum are in agreement with the folding problem being non-deterministic polynomial time
(NP) complete [74]. Driving forces change with flows that in turn affect the forces hence Ceteris paribus does not hold [75].
This study was carried out to emphasize that the protein folding follows from the same principle as all evolutionary

processes in nature. The consilience brought about by the general principle is inspiring. Studies of protein folding contribute
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to the understanding of evolution in general, just as studies on other evolutionary processes contribute to the understanding
of folding specifically. Protein folding is a sequence of succession, just as other natural processes that lead to integrated
structural and functional hierarchies. Protein folding as a molecular process displays already an intricate interplay between
internal processes and surrounding conditions that is characteristic of evolutionary processes in general. Also the concepts of
nonlinearmathematics such as bifurcations, catastrophes andmotions onmanifolds as well as fixed points and separatrices,
which arewidely used to describe evolution,may be insightful alsowhen giving an account on protein folding and unfolding.
Although it is in general acknowledged that evolution is blind, we tend to inadvertently deem many functions as

‘meaningful’ and to contemplate their ‘incentives’. The unorthodox intentional viewpoint is often surprisingly insightful [76]
– for a good reason – when we realize that all activities have the same motive, to increase entropy by abolishing free
energy [77]. This may be hard to judge for each and every activity but consequences, in the form of distributions, are easy to
examine. For example, protein length distributions from diverse organisms are skewed [78], just as population distributions
of species [79], resembling closely log-normal distributions that accumulate in a sigmoidal manner. Thus, evolutionary
processes not only select for native proteins on the basis of phenotype of an individual organism, but the protein folding
phenomenon itself is an evolutionary process. Natural selection does not only work on genetic material but on all matter.
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